Performance Improvement of Random Forest Algorithm for Malware Detection on Imbalanced Dataset using Random Under-Sampling Method
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Abstract — Handling imbalanced dataset has their own challenge. Inappropriate step during the pre-processing phase with imbalanced data could bring the negative effect on prediction result. The accuracy score seems high, but actually there are many problems on recall and specificity side, considering that the produced predictions will be dominated by the majority class. In the case of malware detection, false negative value is very crucial since it can be fatal. Therefore, prediction errors, especially related to false negative, must be minimized. The first step that can be done to handle imbalanced dataset in this crucial condition is by balancing the data class. One of the popular methods to balance the data, called Random Under-Sampling (RUS). Random Forest is implemented to classify the file, whether it is considered as goodware or malware. Next, 3 evaluation metrics are used to evaluate the model by measuring the classification accuracy, recall and specificity. Lastly, the performance of Random Forest is compared with 3 other methods, namely kNN, Naïve Bayes and Logistic Regression. The result shows that Random Forest achieved the best performance among evaluated methods with the score of 98.3% for accuracy, 98.3% for recall, and 98.3% for specificity.
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I. INTRODUCTION

Malware is a software that has malicious activities. Malware attacks a variety of devices, such as PC, laptop, tablet and smartphone [1]. Malware has various types, ranging from computer virus, trojan horse, spyware, worm, botnet, even ransomware [2]. Each type of malware has different characteristics in terms of behavior. Malware with the primary aim of damaging or infecting the victim’s computer is called a computer virus. Computer virus can hide its activity so that common users cannot see and feel its existence inside the computer. What user can see from the viruses is what they have done [3,4].

Computer virus then develops into a stealth virus which has the ability to hide, not only from the user’s eyes, but also from antivirus detection. It allows the infection to spread massively across computer network [5]. Such technique is actually adopting the strength of computer worm, another malware that can replicate and propagate itself to all connected computers [6]. Unlike computer virus, worm does not need user intervention to start an attack. They spread quickly all over the network. 359,000 computers can be infected under 14 hours [7].

Meanwhile, there is also malware that can be controlled remotely by the attacker to infiltrate the target system and exploit silently. This type of malware is known as a Botnet [8,9]. It consist of many computers that connected to internet and controlled remotely by bot-master for destructive reason. Botnet is responsible for some security issues, includes DDoS attacks, spreading spam and taking individual client data [10]. Currently, the research about conventional botnet has been shifted to the field of Internet of Things (IoT), and called as IoT Botnet [11].

Then, there is a malware which has recently become serious threat for many people and also industries. This malware is as destructive as computer virus, but includes a ransom via bitcoin to recover the encrypted data [4]. Unfortunately, only less than 28% of victims who paid the ransom, managed to get back all their data [12]. In 2017, a famous ransomware, called Wannacry, infected over 300,000 computer victims in 150 countries [13]. This huge case has become the global issue and attract more interest on many researchers all over the world to study ransomware.

Malware evolves not only based on its type, but also its ability to avoid detection. Conventional antivirus with signature-based detection can only work on monomorphic or traditional viruses. In polymorphic viruses where the parent of a malware can produce the offspring with different signatures, makes conventional antivirus cannot handle it effectively [3]. Polymorphic malware has the ability to randomly generate signatures for new files (offspring). The aim of this feature, mainly, is to avoid antivirus detection [14]. This will make difficult for antivirus to detect since the signature are different and too costly to store all signatures in virus database. Thus, handling such kind of malware becomes very ineffective. As a solution, a smart system is needed that has the ability to analyze and detect malware, both statically and dynamically.

In this study, malware detection was carried out using the Random Forest algorithm. To optimize the classification process, the Random Under-Sampling (RUS) method is applied to overcome imbalanced dataset that obtained from the UCI Machine Learning Repository. The performance results of the Random Forest algorithm are then compared with 3 other algorithms, namely kNN, Naïve Bayes and Logistic Regression to find out which algorithm gives the highest accuracy, recall and specificity results.

The rest of the paper is organized as follows. Section II and III explain the literature review and research methods. Whereas, sections IV and V discuss the result and conclusion.
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II. RELATED RESEARCH

Random Forest is an ensemble-based Decision Tree algorithm that can be used in both classification and regression cases. Random Forest is classified as a successful algorithm and has been widely applied either in academic or industry [15].

In the field of information security, the Random Forest algorithm is also popular to be used in malware classification. Researchers of [16] utilized Random Forest to classify malware. The dataset used is the Malaling Dataset which consists of 9,342 malware samples with imbalanced class. To prevent overfitting, researchers employed a stratified sampling method. As a result, the accuracy obtained is 95.62%.

Researchers of [17] also carried a Random Forest-based algorithm for detecting malware on the Android platform. They used Hemmds dataset that consists of 1065 goodware and 1065 malware (balanced dataset). As a result, the accuracy obtained using the Random Forest is 89.91%.

Khammas [18] applied the Random Forest algorithm to detect Ransomware. 1680 executable files were analyzed, of which 840 files belonged to the Ransomware class and the remaining 840 were goodware (balanced dataset). Researcher applied feature selection so that the number of features is reduced from 7000 features to 1000 features. Experimental results with 1000 features produced the best accuracy performance, which is 97.74%.

Shhadat et. al. [19] conducted experiments on imbalanced data with 984 malware files and 172 goodware files. Random Forest is used to provide a rating of frequently used features so that important features can be identified easily. Features that are considered unimportant, they will be removed to reduce the dimensions. To overcome the problems of imbalanced datasets, researchers used the 15-fold-cross-validation sampling method. Furthermore, the ready dataset is tested with several methods at once, starting from KNN, SVM, Bernoulli Naïve Bayes, J48 Decision Tree, Random Forest, Logistic Regression and hard voting (combinations of Logistic Regression, SVM, Bernoulli Naïve Bayes and Decision tree). The first test was conducted for binary classification. As a result, the Decision Tree has the highest accuracy score, 98%, followed by Random Forest (97.8%). Hard Voting (97%), KNN (96.1%), SVM (96.1%), Logistic Regression (95%) and Bernoulli Naïve Bayes (91%). Meanwhile, in testing for multi-class classification, Random Forest has the highest accuracy score (95.8%). Decision Tree is in second place with 92%, followed by Hard Voting (92%), Logistic Regression (90%), SVM (88.6%), KNN (88%) and Bernoulli Naïve Bayes (81.8%).

Based on the studies above, another method is needed to overcome the imbalanced dataset in order to increase the performance of the Random Forest algorithm. As is known, mistakes in classifying malware carry very high risks. Therefore, even if researchers in [17] obtained accuracy score 97.74%, it still needs to be improved.

III. RESEARCH METHOD

There are at least four stages which conducted in this study, namely Data Collection, Pre-Processing, Model Deployment and Evaluation (see Figure 1).

![Fig 1. Research stages](image)

A. Hardware and Software

It is undeniable that one of the factors which determine the smoothness and success of a research is the supporting instruments. In computer science-based research, hardware and software instruments play a very essential role. Good software without the support of qualified hardware devices, will not be able to run optimally. Conversely, hardware with top quality, but if it is not balanced with the right software, it will not help much. Therefore, hardware and software are very important in supporting the smoothness and success of a research.

In this study, a personal computer has been prepared with the following hardware specifications:

- Processor: Intel Xeon E5620
- RAM: 16 GB
- HD: 3 TB
- VGA: Radeon RX550

Meanwhile, the software employed in this research experiment were Microsoft Excel and Orange (downloaded from [https://orangedatamining.com/](https://orangedatamining.com/)). Microsoft Excel was used to process the dataset, including balancing the data using the Random Under-Sampling (RUS) method. On the other hand, Orange software was used to implement the Random Forest model for both unbalanced and balanced data. By using the widget of Evaluation → Test and Score, the performance’s result of the Random Forest model on both data were obtained, including the score of accuracy, recall/sensitivity and specificity.

B. Data Collection

This study used public data downloaded from the UCI Machine Learning Repository. The details of the dataset are as follows:

- Dataset name: Malware static and dynamic features VxHeaven and Virus Total Data Set
The downloaded dataset consists of 3 separate files. The first file is the result of recording activities of various non-malware files in the sandbox. The recording results provide 1085 features (excluding labels) which will later be analyzed to determine the pattern of goodware type files. The second file is a file that contains 1087 features (excluding labels) as a result of capturing the activity of 2955 malware files obtained from VirusTotal. While the third file is the result of recording the behavior of 2698 malware that obtained from VxHeaven, with the same number of features as before, namely 1087 (excluding label).

When those data of malware and goodware are combined, then imbalanced condition cannot be avoided. A dataset is said to be imbalanced when one class has significantly greater number of samples than other classes [20]. Handling imbalanced dataset is much needed since it can affect the algorithms become biased by predicting the overall accuracy towards the class with bigger observations [21][22].

C. Pre-Processing

The three downloaded dataset files have major constraints, such as in terms of features and the number of labels. Regarding features, the goodware dataset has fewer features than the VirusTotal and VxHeaven datasets. We pre-processed those datasets so that they have the same numbers and feature’s name. There was one feature in the three datasets that was deleted, namely the filename feature. Then in the VirusTotal and VxHeaven dataset, there are 2 additional features, which after being observed, they turn out do not have a significant value because they only contain a value of 0 for all records. Therefore, the two different features (vbaVarIndexLoad and SafeArrayPtrOfIndex) were removed, leaving 1084 features that exactly match the goodware dataset. Thus, the three datasets were ready for the further processed.

After merging the dataset files, we have 6248 data with unbalanced classes. The labels provided are category '0' for malware and '1' for goodware. In this dataset, there are 595 data in the goodware category and 5653 data in the malware category. If a comparison is made, the ratio is 1:9.5. This ratio certainly can illustrate how unbalanced the available data is. Therefore, a method is needed to deal with this problem, considering that imbalanced data can have a negative impact on the performance of an algorithm.

In this study, to overcome the problem of imbalanced data, we used Random Under-Sampling (RUS) method. Under-sampling is one of the efficient method and widely used by researchers when dealing with imbalanced dataset [23][24]. Under-sampling means decreasing the amount of instances with majority class so that it has the same number with minority class. The RUS method was implemented using Microsoft Excel, where data records from VirusTotal were combined with data from VxHeaven, so that 5653 data were collected. Furthermore, those data was randomly distributed using the rand() function, then sorted in ascending order. The top 595 data were taken, then combined with data that was included in the goodware category with 595 data as well. In the end, the final dataset used in this study has 1190 data, with 595 data labeled 0 and 595 other data labeled 1.

In this study, two experiments were carried out, namely an experiment with balanced dataset (Experiment 1) and an experiment with imbalanced dataset (Experiment 2). The illustration of those two experiments can be seen in figure 2.

D. Model Deployment

In the modeling stage, Random Forest was chosen because it is known to have good performance. One of the advantages of Random Forest compared to other algorithms is because Random Forest uses the ensemble concept (bagging) so that the results can be more optimal.

As mentioned in the previous sub-chapter, there were 2 experiments in this study. The first experiment was to balance the data first, so that data labeled 1 (goodware) has the same amount as data labeled 0 (malware). The data was then processed using the Random Forest algorithm before being evaluated by calculating the Accuracy and Recall values.

Whereas in experiment 2, the data that processed using the Random Forest algorithm was original data by combining data from three files (goodware, VxHeaven malware, VirusTotal malware), without Random Under-Sampling to balance the data. With such data, then we found imbalanced classes, with a ratio of around 1:9.5. Next, the accuracy and recall values for the imbalanced data were calculated.

In the final stage, the results of accuracy and recall calculations in the 2 experiments were compared to find out how significant the effect of the Random Under-Sampling...
method is in improving the performance of the Random Forest algorithm.

E. Evaluation

Apart from accuracy, the evaluation metrics used in this study are sensitivity and specificity. Accuracy is used to get an idea of how often the classification algorithm guesses correctly. The formula of Accuracy can be seen in formula 1. TP means True Positive or outcome where the model correctly predicts the positive class. TN means True Negative, in which the model correctly predicts the negative class. FP means False Positive, it is the result when the model determines something is true when it is actually false. Lastly, FN means False Negative. In contrary to FP, FN measures the model predicts something is false when it is actually true.

\[
\text{Accuracy} = \frac{TP + TN}{(TP + FP + TN + FN)} \tag{1}
\]

Meanwhile, sensitivity or commonly known as Recall, is used to detect, sensitivity or commonly known as Recall, is used to detect, recall plays an important role, because the false negative generated by the system can be fatal. A malware file will have a very bad impact if it fails to be detected as malware [25].

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{2}
\]

The last metrics is specificity. It is mainly used to confirm the negative value. A good prediction is a prediction that has a specificity and sensitivity score of 100%. The formula of specificity can be seen in formula 3.

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{3}
\]

Based on the justification above, the evaluation metrics used in this study consist of three metrics, namely accuracy, sensitivity/recall and specificity.

IV. RESULT AND DISCUSSION

An experiment was conducted by applying 3 different machine learning algorithms to the identical dataset which was already pre-processed in advance. This dataset consists of 1190 data, of which 595 are labeled as ‘0’ (malware) and the rest 595 of data are labeled as ‘1’ (goodware). The details of the dataset was discussed in details in section III.

After conducting an experiment, the result was obtained and can be seen in Table I. According to table I, Random Forest got the highest score in term of Accuracy, Recall as well as Specificity. Random Forest outperformed three other algorithms, namely kNN, Naïve Bayes and Logistic Regression. Even though Logistic Regression has 96.1% of Recall, unfortunately its score is drop to 88.7% on specificity metrics.

Figure 3 gives better illustration to see how well Random Forest over kNN, Naïve Bayes, and Logistic Regression. Random Forest have the best and the most balanced score in terms of Accuracy, Recall, and Specificity.

Imbalanced datasets cannot be processed directly to obtain the predictive performance of a model. If it is deliberately calculated to get the accuracy value, it will certainly get a very high value, considering that one class will dominate the other class. In this unbalanced data, if forced to calculate the accuracy value, then the score is 99.2%. Of course, this is a very high number, even close to perfect. Unfortunately, that number cannot be used considering the existence of imbalanced dataset. The model will tend to be biased and fail to identify the minority class. Therefore, calculating the accuracy of the model cannot be simply applied without balancing the dataset in advance.

### TABLE I. PERFORMANCE COMPARISON OF FOUR CLASSIFICATION ALGORITHMS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>98.3%</td>
<td>98.3%</td>
<td>98.3%</td>
</tr>
<tr>
<td>kNN</td>
<td>94.2%</td>
<td>96.6%</td>
<td>91.8%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>92.4%</td>
<td>91.4%</td>
<td>93.3%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>92.4%</td>
<td>96.1%</td>
<td>88.7%</td>
</tr>
</tbody>
</table>

In this study, the dataset used is a dataset containing malware and goodware classifications with an imbalanced ratio of around 1:9.5, where malware is the majority class. Before being processed by the model, the dataset was balanced using the Random Under-Sampling (RUS) method so that it has a 1:1 ratio with goodware and malware classes, each of which has 595 instances.

Furthermore, the Random Forest algorithm was applied to the balanced dataset with the 5-fold cross validation sampling method. The results can be seen in table I. Random Forest has a high accuracy score, which is 98.1%, even superior to 3 other popular algorithms, such as kNN, Naïve Bayes and Logistic Regression. Table I shows that Random Forest has the best accuracy, recall and specificity scores, namely 98.3% for accuracy, 98.3% for recall and 98.3% for specificity.

When we explored further using the confusion matrix (Figure 4), it can be seen that the Random Forest algorithm successfully predicted 585 malware files out of 595 samples. It means that there were 10 malware files failed to be correctly predicted by the Random Forest. This case is an important concern considering that the fatality impact of
malware is very dangerous. Even so, this performance is the best when compared to 3 other algorithms, such as kNN, Naïve Bayes and also Logistic Regression.

<table>
<thead>
<tr>
<th>Prediksi</th>
<th>0</th>
<th>1</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>0</td>
<td>585</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>585</td>
<td>595</td>
</tr>
<tr>
<td>Σ</td>
<td>595</td>
<td>595</td>
<td>1190</td>
</tr>
</tbody>
</table>

Fig. 4. Confusion Matrix of Random Forest Algorithm

V. CONCLUSION

Malware detection is a challenging task since malware keeps evolving over time. Signature-based detection is no longer effective. In recent years, machine learning-based detection has been the focus of research by scientists worldwide. This study also conducted experiments on malware detection using machine learning.

This study discusses the optimization of the Random Forest algorithm on imbalanced datasets for classifying files whether they are classified as goodware or malware. The method used to balance the data is called Random Under Sampling. The recall result obtained in the Random Forest algorithm is 98.3%. This score is higher than the recall score of kNN (96.6%), Naïve Bayes (91.4%) and Logistic Regression (96.1%). Therefore, Random Under Sampling method is suitable to be applied in imbalanced dataset with Random Forest as a machine learning classifier in malware detection problem.

VI. FUTURE WORKS

In the next study, several methods will be applied to balance the data, bearing in mind that a recall score of 98.3% and a specificity of 98.3% are still relatively vulnerable to malware cases. Malware detection requires a score of 100% given its high fatality impact. In addition, feature selection will also be applied in subsequent studies, because the number of features used in this research is still relatively high, 1087 features. By decreasing the features, the performance of algorithm can be optimized, especially in terms of time taken or processing time.
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