Comparison of Support Vector Machine and Naïve Bayes on Twitter Data Sentiment Analysis
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Abstract — Twitter is a social media that is widely used by the public. Twitter social media can be used to express opinions or opinions about an object. This shows that there is a huge opportunity for data sources, so they can be used for sentiment analysis. There are many algorithms for performing sentiment analysis, including Support Vector Machine (SVM) and Naïve Bayes (NB). Because of the many opinions regarding the performance of the two methods, the researcher is interested in classifying the data using the SVM and NB methods. The data used in this study is data on public opinion regarding the Covid-19 vaccination policy. The first classification process is carried out by the SVM method using various kernels. After getting the highest accuracy result, then the accuracy result is compared with the accuracy value from the NB method classification results.
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I. INTRODUCTION

Today many people express their opinions through social media. Opinions conveyed through social media are more interactive than print media. One of the social media that is widely used today is Twitter. According to We are Social sources in 2020, social media Twitter is ranked fifth in the category of social media that is often used with a 56% percentage of users after Youtube, Whatsapp, Facebook and Instagram. This shows that there is a very large opportunity for data sources, so that it can be used for analyzing one’s sentiments towards an object. There are many algorithms to perform sentiment analysis, including: Support Vector Machine (SVM) and Naïve Bayes (NB) [1,2].

Support Vector Machine (SVM) is a superior classification method compared to other classification methods. This method produces 88.52% accuracy when classifying twitter data [3]. In addition, research conducted by [4] also said that SVM can perform data classification very well compared to conventional methods such as artificial neural network methods. The SVM concept can help in finding the best hyperplane that serves as a separator between the two data label classes. The next research was conducted by [5] SVM can work very well in classifying data. This is evidenced by the accuracy value of the results of Twitter data classification with two class labels of 86%. In addition to the SVM method, the Naïve Bayes (NB) method is also said to have good classification capabilities compared to SVM and K-NN. This is evidenced by the accuracy of tweet data using the NB method of 75.58%, SVM of 63.99%, and K-NN of 73.34% [6]. In addition, research conducted by Dinar [7] Twitter data classification using SVM and NB methods produces the highest accuracy between the two methods, namely the NB method, with an accuracy value of 94%. Based on previous research, this study will compare the accuracy values of the results of Twitter data classification. The Twitter data used is public opinion data regarding the Covid-19 vaccination. This data was chosen because the Covid-19 vaccination had become a trending topic on Twitter.

The purpose of this study is to compare the accuracy of the SVM method with various kernels. In addition, this study also aims to compare the accuracy of the SVM method with the NB method. This comparison was conducted to determine the performance of the two classification methods.

II. METHODOLOGY

In this study, the classification process of public opinion data related to Covid-19 vaccination was carried out. The data used is 5000 tweets. The data was taken from March 30 to April 30, 2021. Examples of data can be seen in the Figure 1

<table>
<thead>
<tr>
<th>Number</th>
<th>Tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>@Perisa_BA Benarti semokin banyak orang yang divaksin mandiri semakin untung bagi pemerintah, dana yang sudah dianggarkan diserahkan jumlah vaksin mandiri = laba. Kemana nan ditukang 77 +2777</td>
</tr>
<tr>
<td>2</td>
<td>Baguslah semoga dengan banyaknya masyarakat divaksin vaksin pemerintah tidak salahkan vaksin umum</td>
</tr>
<tr>
<td>3</td>
<td>Ulah lamayan tenang sekarang setelah divaksin @VaksinUntukKita <a href="https://t.co/G6izOdp23G">https://t.co/G6izOdp23G</a></td>
</tr>
<tr>
<td>4</td>
<td>Pemerintah mendorong kesetaraan akses vaksin @SemangatPemahamKlegeri</td>
</tr>
<tr>
<td>5</td>
<td>Program vaksin pemerintah laukus dimana mana pada anti bikin kemumanan saja vaksin papal</td>
</tr>
</tbody>
</table>

Figure 1 Examples of data tweet

The classification process uses two methods, namely Support Vector Machine (SVM) and Naïve Bayes (NB). The stages of the research can be seen in Figure 2
A. Crawling Data
Crawling data in this study aims to collect data from the Twitter server. Data collection is done by utilizing the Application Programming Interface (API) facility provided by Twitter. The keywords used in the crawling process are “Covid 19 Vaccination” and “Sinovac Vaccines”. The data obtained is then stored in a document in the form of .csv. An example of crawled data can be seen in Figure 3.

![Figure 2 The stages of the research](image)

B. Preprocessing Data
The purpose of data preprocessing is to clean data, data integration, data transformation, and data reduction. Preprocessing in this study uses five techniques, namely cleansing, tokenization, case folding, stopword removal, and stemming.

1. Cleansing
Cleansing data is an activity to analyze data quality. This can be done by modifying, changing, or deleting data that is considered unnecessary, incomplete, inaccurate, and has the wrong data or file format in the database. Example “Program vaksin pemerintah kacau dimana mana pada antri bikin kerumunan aja vaksin gagal” becomes “Program vaksin pemerintah kacau dimana dimana pada antri bikin kerumunan aja vaksin gagal”.

2. Tokenization
Tokenization serves to break comments into words. The tokenization process is done by looking at each space in the comment, then based on the space the comments can be split. Example “Program vaksin pemerintah kacau dimana mana pada antri bikin kerumunan aja vaksin gagal” becomes “Program vaksin pemerintah kacau dimana mana pada antri bikin kerumunan aja vaksin gagal”.

C. Data validation
The data validation technique used is K-fold cross-validation. K-fold cross-validation is one of the methods used to determine the average success of a system [8]. In this study, the number of folds used is 10 folds.

D. Data Classification based on Support Vector Machine (SVM) algorithm
Support Vector Machine (SVM) is one of the supervised machine learning algorithms that have excellent performance in classifying data [9]. SVM is also said to be a linear classifier that is based on the principle of maximizing margin [10]. SVM uses hyperplane optimally to classify data into two groups in higher dimensional space [11]. Margin is the distance between the hyperplane and the closest data from each class [12][13]. This closest data is called the support vector [14]. The hyperplane is the best separator between two predefined classes [15][16]. The basic principle of SVM is a linear classifier, and then it was developed so that it can work on non-linear problems, namely by incorporating the concept of kernel tricks in high-dimensional workspaces[17]. The SVM kernels used in this research are Linear, Radial Basis Function (RBF), and Polynomial kernels.

The SVM method has the main concept in classifying data, namely finding the best hyperplane to separate between two predetermined classes [18]. The best hyperplane is obtained by maximizing the margin support vector. The process of maximizing the margin support vector can be done by minimizing the Lagrangian and deriving it from w and b is found in equation 1 with conditions 1 and conditions 2.

\[
L_p = \|w\|^2 - \sum_{i=1}^{N} \alpha_i y_i (w \cdot x_i) - 1 \tag{1}
\]

Condition 1:
\[
w = \sum_{i=1}^{N} \alpha_i y_i x_i \tag{2}
\]
Condition 2:

\[ b = y_i - w \cdot x_i \]  (3)

In the process of maximizing the Lagrangian multiplier, there are still many possible values of \( w \), \( b \), and \( \alpha \). Based on these problems, the process of maximizing the Lagrange multiplier must be transformed to the duality of the Lagrange multiplier in equation 4 with conditions 1 and 2.

\[ \text{Max } L_d = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j x_i \cdot x_j \]  (4)

Condition 1:

\[ \sum_{i=1}^{N} \alpha_i y_i = 0, \quad i = 1, 2, \ldots, N \]  (5)

Condition 2:

\[ 0 \leq \alpha_i \leq C, \quad i = 1, 2, \ldots, N \]  (6)

### E. Data Classification based on Naïve Bayes Method

Naïve Bayes (NB) is a classification method that can predict the probability of a class so that it can produce decisions based on learning data [19]. NB has advantages, among others, simple, fast, and produces high accuracy when applied to large data [19]. In general, the NB classification equation can be seen in equation 7

\[ P(W_i|C) = \frac{\text{count}(w_i|C)+1}{\text{count}(C)+V} \]  (7)

### III. RESULT AND DISCUSSION

#### A. Modeling

At this stage, data classification is carried out using the Support Vector Machine (SVM) linear kernel, SVM Polynomial kernel, SVM kernel RBF, and Naïve Bayes (NB) algorithms. The SVM method classification process requires a \( C \) parameter and the RBF kernel requires a gamma parameter. Parameters \( C \) and Gamma used to refer to research conducted by Styawati [10]. Parameters \( C \) and gamma can be seen in table 1.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>C</th>
<th>Gamma</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF</td>
<td>2.33</td>
<td>0.45</td>
<td>88.6</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>0.46</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>2.13</td>
<td>0.50</td>
<td>88.8</td>
</tr>
<tr>
<td></td>
<td>1.63</td>
<td>1.08</td>
<td>87.9</td>
</tr>
</tbody>
</table>

### B. Linear SVM Kernel Modeling

The linear kernel in the SVM method serves to separate data linearly. The source code for the classification process using the Linear kernel can be seen in Figure 4

\[ \text{clf = SVC(kernel='linear', C=2.33)} \]
\[ \text{clf.fit(Train_X_Trldf, Train_Y)} \]

The first line will create a clf variable containing SVC(Support Vector Classifier) with a linear kernel and \( C=2.33 \). The results of the classification using the linear kernel SVM method by trying various \( C \) values can be seen in table 2

<table>
<thead>
<tr>
<th>Kernel</th>
<th>C</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LINEAR</td>
<td>2.33</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>88.2</td>
</tr>
<tr>
<td></td>
<td>2.13</td>
<td>88.2</td>
</tr>
<tr>
<td></td>
<td>1.63</td>
<td>87.8</td>
</tr>
</tbody>
</table>

Based on table 2, it can be seen that the highest accuracy is 88.3. The accuracy is obtained from the use of the value of \( C=2.33 \).

### C. Polynomial SVM Kernel Modeling

Kernel Polynomial is a kernel function to use when data cannot be separated linearly. The source code for the classification process using the Polynomial kernel can be seen in Figure 5

\[ \text{poly = SVC(kernel='poly', C=2.33)} \]
\[ \text{poly.fit(Train_X_Trldf, Train_Y)} \]

The results of the classification using the Polynomial kernel SVM method by trying various \( C \) values can be seen in table 3

<table>
<thead>
<tr>
<th>Kernel</th>
<th>C</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial</td>
<td>2.33</td>
<td>85.5</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>85.5</td>
</tr>
<tr>
<td></td>
<td>2.13</td>
<td>85.5</td>
</tr>
<tr>
<td></td>
<td>1.63</td>
<td>85.3</td>
</tr>
</tbody>
</table>

Based on table 3, it can be seen that the highest accuracy is 85.5. The accuracy is obtained from the use of parameters \( C=2.33, C=2.25, C=2.13 \).

### D. SVM Kernel RBF Modeling

The RBF kernel serves to separate data with higher dimensions. The source code for the classification process using the RBF kernel can be seen in Figure 6

\[ \text{rbf = SVC(kernel='rbf', C=2.13, gamma=0.50)} \]
\[ \text{rbf.fit(Train_X_Trldf, Train_Y)} \]

The results of the classification using the SVM kernel RBF method by trying various \( C \) values can be seen in table 4

<table>
<thead>
<tr>
<th>Kernel</th>
<th>C</th>
<th>Gamma</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF</td>
<td>2.33</td>
<td>0.45</td>
<td>88.6</td>
</tr>
<tr>
<td></td>
<td>2.25</td>
<td>0.46</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>2.13</td>
<td>0.50</td>
<td>88.8</td>
</tr>
<tr>
<td></td>
<td>1.63</td>
<td>1.08</td>
<td>87.9</td>
</tr>
</tbody>
</table>

Based on table 4, it can be seen that the highest accuracy is 88.8. The accuracy is obtained from the use of parameters \( C=2.13 \) and gamma=0.50.
F. Naïve Bayes Modeling

The Naïve Bayes (NB) method is a text classification method based on keyword probabilities in comparing training documents and test documents. The two are compared through several stages of equations, which ultimately results in the highest probability being assigned as a new document category. The source code for the classification process using NB is shown in Figure 7.

![Figure 7. Source code of the classification process with the NB method](image)

The accuracy of the NB method is 82.51%. This accuracy is obtained from the Confusion Matrix technique.

G. Comparison of SVM Accuracy With Various Kernels

Comparison of SVM accuracy values with Linear, Polynomial, and RBF kernels is carried out to determine the highest accuracy value of each SVM kernel. The comparison value is shown in Figure 7.

![Figure 7. Comparison of SVM accuracy values with various kernels](image)

Based on Figure 7, it can be seen that the highest accuracy is obtained from the SVM method with the RBF kernel. The RBF kernel gets higher accuracy compared to other kernels because the data mapping does not only use the value of the C variable but also considers the value of the gamma variable.

H. Comparison of RBF kernel SVM accuracy with NB

The accuracy value obtained from the data classification results using the SVM kernel RBF method with NB is shown in table 5.

![Table 5. Comparison of the Accuracy Value of the SVM Method with NB Method](image)

IV. CONCLUSION

The results of this study indicate that SVM with the RBF kernel produces the highest accuracy compared to the Linear kernel and the Polynomial kernel. This is because when mapping data, the RBF kernel considers the value used to find the optimal value in each dataset (gamma). While the results of the comparison of the accuracy of the SVM kernel RBF with NB, the highest accuracy value is obtained from the SVM kernel RBF method, which is 88.8%. This is due to the use of data sets that are not too large. In addition, NB uses probability values in the data classification process.
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